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Abstract:- Window technique is widely used in speech 

processing to enhance the quality of speech by using it in 

the design of FIR filters for removing or reducing noise 

components associated with speech signal propagation or 

transmission. Such noise components include Additive 

White Gaussian Noise (AWGN), Random Noise, power 

line noise, high and low frequency noise components. The 

information content of any contaminated speech signal is 

unreliable unless these noise components are removed. 

This paper presents a FIR filter designed with double-

cosine term generalised adjustable window with to denoise 

speech signal of high frequency noise components. The 

speech signal is recorded as windows media audio (.wma) 

format and as such the optimal sampling frequency is 

44100Hz while the filter order is 34. A real voice 

statement, “Education is the Key to the Development of 

any Nation” is transduced to electrical form with the in-

built microphone of a laptop system, recorded in windows 

media audio (.wma) format and stored in a file in the 

system. With “audioread” instruction the stored voice is 

loaded into a matlab work space. A noise component of 

4500Hz and above is generated with matlab and mixed 

with the speech to obtain a contaminated speech signal. 

The designed filter is able to effectively denoise the 

contaminated speech signal when it is applied to it. 

 

Keywords:- Adjustable Window, Double-Cosine Term, Speech 

Signal, High Frequency Noise, Power Spectral Density.  

 

I. INTRODUCTION 

 
Some researchers have used double-cosine term 

generalized adjustable window function to denoise speech 

signals. A generalised adjustable window is a window that 

assumes the appearance of some other defined and non-

defined windows as the adjustment parameter is varied. In [1] 

Rajput and Bhadauria used a double-cosine term generalised 

adjustable window function as shown in (1) with adjustment 

parameter of α = 0.07 to design low pass filter for denoising 

speech signals of high frequency noise components. The 

sampling frequency is 8000Hz, filter order, 31 and cutoff 

frequency, 1200Hz. The result shows that the windows is able 

to significantly denoise the speech signal of dot wave (.wav) 
format of high frequency noise components above 1200Hz.  

There is no indication that any researcher has used this 

window for denoising speech signals of windows media audio 

(.wma) format, which is an audio signal of double column 

vector and recorded at a sampling frequency of 44100Hz. 

Therefore in this work, a double-cosine term generalised 

adjustable window will be used to design an FIR filter for 

denoising speech signal of windows media audio (.wma) 

format. 

 

II. DOUBLE-COSINE TERM GENERALISED 

ADJUSTABLE WINDOW 
 

A generalised adjustable window as said above is type of 

window that can take different forms depending on the value 

of the adjustment parameter. At certain values of the 

parameter it takes the appearances of known windows and at 

other values it represents windows of no known name or 

appearance. A double-cosine term generalised adjustable 

window has two cosine terms inclusive in the function as 

shown in (1) [1] below in which case the adjustment 

parameter is α. When α=0.0 the window becomes hanning 

window [1, 2, 3, 4] which is a fixed known window as in (2), 

and a Blackman window [5, 6, 7 8, 9], another fixed known 
window as shown in (3) when α=0.16. At any other value of 

α, the window takes the appearance of other windows. 

 

𝑤(𝑛)=
1−𝛼

2
−0.5cos (

2𝜋𝑛

𝑀−1
) +

𝛼

2
cos (

4𝜋𝑛

𝑀−1
) , 0 ≤ 𝑛 

                                                                ≤ 𝑀 − 1                 (1) 

 

w(n) = 0.5-0.5cos(
2𝜋𝑛

𝑀−1
) , 0 ≤ 𝑛 ≤ 𝑀 − 1                             (2) 

 

𝑤(𝑛)=0.42 −0.5cos (
2𝜋𝑛

𝑀−1
) + 0.08 cos (

4𝜋𝑛

𝑀−1
), 0 ≤ 𝑛 ≤ 𝑀 − 1   

                                                                                               (3) 

 

III. Low Pass FIR Filter Design Using Double Cosine 

Term Generalised Adjustable Window 

 

In this design Double-cosine term generalised adjustable 

window function is used to weight FIR filter that has a length 

of 35, that is order of 34, cutoff frequency of 3200Hz and 

sampling frequency of 44100Hz. Six different values of height 

adjustment parameter α=(0.0, 0.07, 0.16, 0.2, 0.3 and 0.4) are 
considered and in each value the impulse, magnitude and 

phase responses of the filter are obtained and are depicted 

below. When α=0.0 the window takes the form of a hanning 

window as shown in fig.1a, and when α=0.16 it changes to 

Blackman window as presented in fig.1c while at α=0.07 it 

becomes a different window as in fig.1b.  The sampling 
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frequency value chosen is because the speech signal in this 

circumstance is recorded in windows media audio (.wma) 
format. 

 
Fig. 1a: Double-cosine Term Generalised Adjustable Window 

When α=0.0 

 
Fig. 1b: Double-cosine Term Generalised Adjustable Window 

When α=0.07 

 
Fig. 1c: Double-cosine Term Generalised  Adjustable Window 

When α=0.16 

 

 

 

A. Responses When α =0.0 

 

 
Fig 2a: Impulse Response When α=0.0 

 
Fig 2b: Magnitude Response When α =0.0 

 
Fig 2c: Phase Response When α =0.0 
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B. Responses When α=0.07 

 

 
Fig 2d: Impulse Response When α=0.07 

 
Fig 2e: Magnitude Response When α=0.07 

 
Fig 2f: Phase Response When α=0.07 

 

 

 

 

 

C. Responses When α=0.16 

 

 
Fig 2g: Impulse Response When α=0.16 

 
Fig 2h: Magnitude Response When α=0.16 

 
Fig 2i: Phase Response When α=0.16 
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D. Responses When α=0.2 

 

 
Fig 2j: Impulse Response When α=0.2 

 
Fig 2k: Magnitude Response When α=0.2 

 
Fig 2l: Phase Response When α=0.2 

 

 

 

 

E. Responses When α=0.3 

 
Fig 2m: Impulse Response When α=0.3 

 
Fig 2n: Magnitude Response When α=0.3 

 
Fig 2p: Phase Response When 0.3 
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F. Responses When α=0.4 

 

 
Fig 2q: Impulse Response When α=0.4 

 
Fig 2r: Magnitude Response When α=0.4 

 
Fig 2s: Phase Response When α=0.4 

 

 

From the responses above, all the impulse responses 

exhibit stability because they collapse to zero as they approach 
the last impulse response sample values. The magnitude 

responses also exhibit stability in that there are no sustained 

oscillations, but the main lobes of the magnitude responses for 

values of α=0.16, 0.2 and 0.3 show higher attenuation values 

than others which imply that one of them will be the optimum 

value. The precise optimum value will be obtained from 

power spectral densities of the filtered signals. The phase 

responses exhibit clear linearity within the required frequency 

bandwidth.  

 

IV. RESULTS 

 
Results are obtained by converting a real voice statement 

“Education is the Key to the Development of any Nation”  to 

electrical speech signal using the system in-built microphone, 

recorded in windows media audio (.wma) format and stored in 

one of the files of the system. The signal is transferred to a 

matlab workspace using “audioread” instruction. In the 

workspace a noise component of 4500Hz and above is added 

to the speech to constitute contaminated speech signal. The 

corrupt-free speech signal is shown in fig.3 while fig.4 depicts 

the noise component, and the contaminated speech signal 

depicted in fig.5. The contaminated speech signal is denoised 
with each of the designed low pass filters and the outputs 

recorded. Figures 6, 7, 8, 9, 10 and 11 show the speech signal 

after denoising. Comparing the clean speech signal of fig.3, 

the contaminated speech signal of fig.5 and the filtered speech 

signals of fig6 to fig.11 it can be seen that the filter denoised 

the speech signal for each value of α. The optimum value of α 

in this circumstance can be determined from power spectral 

analysis of the filtered signals from fig.12 to fig.19 below. 

 
Fig. 3: Noise Free Voice Signal 
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Fig. 4: Noise Signal 

 
Fig. 5: Contaminated Speech signal 

 
Fig.6: Voice Signal Filtered With Low Pass Filter When 

α=0.0 

 
Fig.7: Speech Signal Filtered With Low Pass Filter When 

α=0.07 

 
Fig.8: Speech Signal Filtered With Low Pass Filter When 

α=0.16 

 
Fig.9: Speech Signal Filtered With Low Pass Filter When 

α=0.2 
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Fig.10: Speech Signal Filtered With Low Pass Filter When 

α=0.3 

 
Fig.11: Speech Signal Filtered With Low Pass Filter When 

α=0.4 
 

 Signal Power Level  

The performance analysis of the filters can be carried out 

by considering the power levels of the filtered signals [10, 11]. 

Fig. 12 is the spectral density of a noise-free speech signal 

while the spectral density of the contaminated speech signal is 

depicted in fig. 13. Fig.14 to fig.19 is the power spectral 

densities of the filtered voice signal as α changes value.  From 

fig. 13 the noise component in the contaminated speech signal 

is most at normalised frequency of 0.875. Therefore it is 

meaningful to carry out analysis at this frequency position. 
Table 1 below shows the summary of the power levels in dB 

of the filtered signals as α varies. 

 

 
Fig.12: Power Spectral Density of Noise Free Speech Signal 

 

 
Fig.13: Power Spectral Density of Contaminated Signal 

 

Fig.14: Power Spectral Density of Speech Signal Filtered With 

Low Pass Filter When α=0.0 
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Fig.15: Power Spectral Density of Speech Signal Filtered With 

Low Pass Filter When α=0.07 

 

 
Fig.16: Power Spectral Density of Speech Signal Filtered With 

Low Pass Filter When α=0.16 

 

 
Fig.17: Power Spectral Density of Speech Signal Filtered With 

Low Pass Filter When α=0.2 

 
Fig.18: Power Spectral Density of Speech Signal Filtered With 

Low Pass Filter When α=0.3 
 

 
Fig.19: Power Spectral Density of Speech Signal Filtered With 

Low Pass Filter When α=0.4 

 

Power level of unfiltered voice +27.37dB 

Power level of filtered voice when α=0.0 -77.10dB 

Power level of filtered voice when α=0.07 -77.98dB 

Power level of filtered voice when α=0.16 -85.12dB 

Power level of filtered voice when α =0.2 -90.14dB 

Power level of filtered voice when α =0.3 -88.21dB 

Power level of filtered voice when α =0.4 -78.32dB 

Table 1: Power Levels of Voice Filtered Signals at 0.875 

Normalised Frequency 

 

From table 1, power level of the corrupt speech signal is 

+27.42dB. Comparing it with the contaminated speech signal 
power level of -91.19dB which can be determined from fig. 12 

shows that noise signal added a lot of noise power of 27.42-(-

91.19)=118.61dB. Also from the table1 maximum attenuation 

of the noise is when α=0.2, giving a power spectral density of 

-90.14dB which implies that the optimum value of the 

adjustment parameter is 0.2 in the circumstance under 

consideration. 
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V. CONCLUSION 

 
It can be concluded that double cosine term generalised 

adjustable window is a very effective window in designing 

FIR filters for speech signal denoising. For the speech signal, 

the noise type and level in this circumstance, the optimum 

value of the adjustment parameter is 0.2. This value may vary 

if a different type of signal, noise type or window length is 

under consideration. 
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