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Abstract:- The conventional method of finding a 

missing person involves lodging an FIR in nearby police 

station and police will then circulate the person’s photo 

to all the nearby police stations. This process is very 

time consuming. The idea is to automate this process by 

using Facial Recognition. The purposed algorithm is 

implemented using enhanced KNN, dlib and OpenCV. 

The presented approach uses dlib to generate a total of 

68 exclusive facial key features. 136 points are 

generated in total which are floating point 

numbers(point 10 precision). Thus, we have decided to use 

Enhanced KNN algorithm. We use this algorithm for 

matching faces. This form k groups using the cases that 

have been registered. The traditional KNN strategy has 

different deficiencies we propose to upgrade its 

precision utilizing these techniques. Need of qualities 

and best neighborhood size are considered to ascertain 

increasingly exact separation capacities and to get 

precise outcomes. Rather than basic democratic 

strategy we propose to utilize likelihood class estimation 

technique. 
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I. INTRODUCTION 

 

In India, one of the major issue is the increasing rate 

of missing children which has crossed almost 170 per day 

amongst which half of them remain untraced. Not only 

children but also old person who are suffering from 

Alzheimer disease go missing. According to a survey The 

Hindu, amongst the missing, less than 50% are traced. 

 

Facical Recognition(FR) has been a difficult field. It is 

hard to distinguish a face picture which comprises of 

changing enlightenments. Neto. J. G. D. S. et.all [3]. 

 

The conventional approach to recognize faces 

involves training the model on large data sets. But in real 

life scenarios more often than not, limited or even a single 

sample data is available. Similarly, as we can see in our 

problem statement ample data is hard to find. We try to 

train our model using single sample per person (SSPP) 

Jianquan Gu et.all [1].  

 

Facial features such as eyes, nose, lips and face 

contour are considered as the action units of face and are 

extracted using open source software called dlib K. Bharat 

S Reddy et.all [18]. Dlib is used to generate a total of 68 

exclusive facial key features. 136 points are generated in 

total which are floating point numbers (point 10 precision). 

Then these generated points are converted to strings with 

the help of simple encoding. 

 

Sometimes the test image might be of low resolution 

and image present in our data set is of high resolution. So 

comparing a low resolution test image to a high resolution 

image affects the performance of their matching Deep 

Coupled ResNet (DCR) model is used Lu et.all [2] that 

consists of two branch and one trunk network. 

Discriminative features are extracted using this model. Two 

branch networks which are trained using HR images and 

targeted LR image are considered working as resolution-

specific coupled mappings which also transforms LR and 

HR features to a space where their difference is minimized. 

Optimization of model parameters is performed using 

proposed Coupled-Mapping loss function. The proposed 

model considers the discriminability and similarities of HR 

and LR features. Different pairs of tiny branch networks are 

trained to cope with the different image resolutions Lu et.all [2]. 

 

II. METHODOLOGY 

 

 Face Recognition  

Face acknowledgment is a procedure of  

distinguishing proof of an individual's face in a picture or 

video. This incorporates different advances that should be 

pursued. Figure.1 shows the square chart of the framework, 

which incorporates face recognition and highlight 

extraction. 
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Fig 1:- Face Recognition block diagram 

 

 The algorithm is planned in a manner that it extracts 68 unique key facial features. 136 floating key points are generated 

with a precision of about 10.  

 

These facial key focuses are utilized to particularly recognize facial highlights, for example, nose, eyes, nose, lips which are 

considered as the activity units of the face. 

 

 
Fig 2:- Feature Extraction 

 

 OpenCV 

Open Source Computer Vision abbreviated as 

OpenCV is a programming function library and a cross 

platform providing a common infrastructure. This library 

mainly aims at real-time computer vision and to speed up 

the use of machines used in various industries. It also 

includes efficient algorithms which is more than 2500 in 

number. This library includes an immense set of state of the 

art computer vision. This library helps to recognise objects, 

track camera gestures follow eye movements, extract 3D 

models of objects, perceive and identify faces, remove red 

eyes from images, tracking of the moving objects and 

detect indistinguishable images from an image database 

setc. these algorithms can be used efficiently in these 

scenarios. OpenCV has a user community consisting of about 

50 thousand people with an estimated number of 

downloads that exceeds 14 million. 

 

 

We are using OpenCV to detect the faces and 

recognize them and to also find any similar images to the test 

image present in our database. 

 

  Enhanced KNN 

KNN algorithm is mainly used for classification 

problems but it also includes regression predictive 

problems. 

 

For measuring the similarity or differences between 

test instance and training instance, KNN uses standard 

Euclidean distance. This standard Euclidean distance 

d(xi,xj) is defined in  the following equation 1.1: 

 

d(xi,xj) = √(𝑎𝑟(𝑥𝑖) − 𝑎𝑟(𝑥𝑗))2 
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KNN considers the most widely recognized closest 

neighbors to appraise test information. It is characterized in 

the accompanying condition 1.2: 

 

  c(x) = arg maxc∑ 𝛿(𝑐, 𝑐(𝑦𝑖))𝑘
𝑖=0  

 

Here 𝑦1, 𝑦2, …, 𝑦𝑘  are the k nearest neighbors of test 

instance, k is the number of neighbors, C represent the finite 

set of class labels and 𝛿(𝑐,𝑐(𝑦𝑖)- = 1)  𝑖𝑓 𝑐 = 𝑐(𝑦𝑖) 𝑎𝑛𝑑 𝛿(𝑐, 

𝑐(𝑦𝑖)- = 0 𝑜𝑡h𝑒𝑟𝑤𝑖𝑠𝑒 Shweta Taneja et.all [10]. 

 

The upgraded KNN calculation incorporates the 

accompanying advances: 

 

Step 1: Entropy of each credit is determined to get data 

addition of properties. Needs are alloted to each weight 

quality dependent on the above estimation. 

 

Step 2: The following stage is to discover the estimation of 

k for the preparation set. 

 

Step 3: We isolate the preparation set into various clusters. 

 

Step 4: To obtain the center of each cluster, we find mean 

of every cluster. 

 

Step 5: Using Euclidean Distance formula, we try to 

determine the cluster which is closest to the test sample to 

find the K nearest neighbors. 

 

Step 6: The distance between each sample  in the cluster 

and the test sample is calculated using Weighted Euclidean 

Distance formula and K nearest neighbors are found.  

 

Step 7: The classmark with the most extreme likelihood of 

chosen k neighbors is picked as the class name of the test. 

The proposed calculation incredibly lessens the execution 

time and improves the exactness as it is a blend of grouping 

and bunching strategies and diminishes the time intricacy. 

 

Classification: The real order of test information is 

done in this part. This part runs each time when it does 

characterization. 

 

The calculation is required to decrease the 

wastefulness of traditional K closest neighbor calculation. 

The proposed calculation is separated into two significant 

parts: 

 Information pre-handling: In the information pre-

preparing part K esteems for the test tests are resolved, 

the preparation informational index is partitioned into 

various bunches and weight is given to various groups. 

Future information is arranged dependent on the 

aftereffects of the model. This part doesn't influence the 

proficiency of the calculation as it just runs once in the 

framework. 

 Arrangement: The grouping of the real information is 

done in this part. This part runs over and over at 

whatever point the order occurs. X. Xiao et.all [25]. 

 

We structured a stream graph so as to clarify the two 

pieces of our calculation and it is appeared in Figure1 and 2 

individually. 

 

 
Fig 3:- Data Pre-Processing 
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Fig 4:- Classification Process 

 

 
Table 1:- Table on Literature Survey 
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III. CONCLUSION 

 

In this paper, we present an overview on facial 

location approach dependent on improved KNN and DLIB. 

The exploratory outcomes have demonstrated that the 

proposed technique accomplishes preferable presentation 

over the regular KNN strategies. Later on, we will 

concentrate on coordinating the proposed strategy to the 

current reconnaissance framework without acquiring any 

additional expenses. Additionally, how to apply the 

prepared KNN-based model in different fields, for 

example, ongoing wrongdoing checking, ramble 

reconnaissance frameworks. This paper gives a general 

thought regarding the propelled AI calculations and 

methods used to give answers for the facial 

acknowledgment and location. 
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