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Abstract:- In today's Online Social Networks (OSNs), 

one fundamental issue is to allow users the right to 

monitor the messages posted on their own private space 

and to avoid posting inappropriate information. Virtual 

Social Network so far offers no support for this criterion. 

Within this paper, to fill the void, we suggest a 

framework that enables users of Online Social 

Networking to have full control of the messages posted 

on their walls. This is accomplished through a versatile 

rule-based system that enables users to configure the 

filtering criteria to be applied to their walls, and a soft 

classifier based on Machine Learning that automatically 

performs message labeling to facilitate content-based 

filtering. 

 

Filtering information can also be used in on-line 

social networks for a different, more sensitive purpose. 

This is because there is the possibility of posting or 

commenting on other posts on specific public / private 

areas, called general walls, in Online Social Networking. 

Therefore, information filtering can be used to give users 

the ability to control the messages written on their own 

walls automatically by filtering out unwanted messages. 

 

I. INTRODUCTION 

 

On-line social networks (OSNs) are today one of the 

most common digital platforms for connecting, exchanging 

and disseminating a tremendous amount of knowledge about 

human life. Regular and continuous communication implies 

the exchange of different content types including free text, 

image, audio and video date. According to Facebook 

estimates, the average user creates 90 pieces of content per 

month, while over 30 billion pieces of content are generated 

by web links, news articles, blog posts, notes, photo albums, 
etc.  are shared each month. The immense and complex 

complexity of these data provides the basis for using Web 

content mining techniques aimed at automatically finding 

valuable knowledge inside the data. These are instrumental 

in offering active assistance in complex and complicated 

OSN management activities, such as access control or 

information filtering. The filtering of information has been 

discussed thoroughly for what concerns textual documents 

and web material more recently. The purpose of most of 

these initiatives, however, is primarily to provide a 

classification mechanism for users to avoid being 
overwhelmed by useless data. In OSNs, it is also 

possible to use information filtering for another, more 

sensitive purpose. That is because in OSNs there is the 

possibility of sharing or commenting on other posts on 
different public / private areas, named in walls in general. 

Therefore, information filtering can be used to allow users to 

automatically monitor the messages written on their own 

walls, by filtering out unwanted messages. We assume that 

this is a major feature of OSN which has not been provided 

to date. In comparison, today's OSNs offer hardly any 

support in preventing unsolicited notifications on user walls. 

Facebook, for instance, lets users to specify who is allowed 

to insert messages into their walls (i.e., relatives, or 

specified group of friends). No content-based biases are 

supported, however, and so offensive messages, such as 
partisan or irrelevant messages, can not be excluded 

regardless of the person who posts them. Providing this 

service is not just about utilizing predefined online content 

mining methods for another task, but rather about 

implementing ad-hoc classified methods. It is because posts 

that are composed of short text, for which traditional sorting 

methods have major drawbacks, since short texts do not 

have enough word instances.  

 

Consequently, the purpose of the present research is to 

propose and experimentally test an automated method, 

called Filtered Wall (FW), which could filter unwanted 
messages from OSN user walls. Machine Learning (ML) is 

used using message classification methods to efficiently 

allocate each short text message to a set of categories based 

on its content. 

 

II. FILTERED WALL ARCHITECTURE 

 

The OSN Services support architecture is a three-tiered 

framework. The first layer, called the Social Network 

Manager (SNM), typically aims to provide basic OSN 

functionality (i.e. profile and relationship management), 
while the other layer facilitates specific social network 

(SNAs) applications. The supported SNAs that in effect 

need an extra layer of their Graphical User Interfaces (GUIs) 

required. According to the reference architecture the 

proposed structure is put in the second and third layers. 

Users communicate with the program to set up and manage 

their FRs / BLs mainly through a GUI. Furthermore, the 

interface gives users with an FW, that is, a wall in which 

only the posts that are approved according to their FRs / BLs 

are published. The Content-Based Messages Filtering 

(CBMF) and the Short Text Classifier (STC) modules are 
the key components of the proposed framework. The latter 

part aims at classifying messages by a collection of 

categories. Conversely, the first part takes advantage of the 
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message categorization given by the STC module to 

implement the user defined FRs. BLs can also be used to 

improve the filtration cycle. As graphically depicted in the 

path followed by a message, from its writing to the possible 

final publication can be summarized as follows: 

 After accessing the private wall of one of his / her 

contacts which FW intercepts, the user intends to post a 

message. 
 A text classifier focused on an ML draws metadata from 

the content of the document.  

 FW requires metadata provided by the classifier, together 

with data retrieved from the social network and user 

profiles to enforce the filtering and BL rules. 

 FW will post the message or filter it, depending on the 

outcome of the preceding step. 

 

 
Fig 1 

 

III. FUNCTIONS OF THE SYSTEM 

 

A. Filtered Rules 

There are some issues that are addressed when 

determining the language for the specification of FRs which 

would influence a decision to filter a document. First, in 

OSNs the same message as in daily life may have different 

meanings and context depending on who reads it. As a 

result, FRs will enable users to indicate restrictions on the 

message authors. Creators from which a FR relates may be 
selected based of several different criteria, amongst the most 

important being to impose restrictions on their profile 

attributes. For example, rules that apply only to new 

developers or developers of a certain religious / political 

background can be defined in this kind of manner. Due to 

the social networking scenario, developers can even be 

detected by leveraging their knowledge of social graphs. 

This means that developers of the relationship(s) should be 

involved in state circumstances on the values of type, scope 

and trust to apply the specified guidelines to them. The 

notion of creator specification formalizes all those choices. 
 

 

A further requirement for our FRs is that they would 

be able to obey the content-based interpretation of the 

filtering criteria. Towards this end, its used as a double-level 

text classification. Typical OSN users, however, may find it 

difficult to determine the correct standard for membership 

levels to be defined in a FR. To allow the user for more 

secure in defining the membership level standard, it has 

been structured to explain programmed mechanism that 
allows users to define the correct threshold. 

 

B. Online setup assistance for Filtering Rules thresholds 

The design and implementation of an Online Setup 

Assistant (OSA) protocol within FW addresses the problem 

of setting filter rules thresholds. For each message, the user 

informs the software of the choice to approve or disallow the 

message. Collecting and storing user decisions on an 

appropriate collection of posts spread through all groups 

makes it possible to calculate custom thresholds reflecting 

the user's attitude to approve or reject such content. These 
messages are chosen according to the procedure below. The 

ML classifies some certain proportion of non-neutral texts 

for each message taken from a portion of the data - set and 

not having access to the training / test sets to have the 

second-level membership values. 

 

C. BlackListing 

Another part of the program is a BlackListing(BL) 

feature, independent of its contents, to prevent messages 

from undesired authors. The BLs are managed explicitly by 

the system, which will be able to determine whoever the 

users are to be introduced into the BL and determine when 
to keep the users in the BL. Such information is made 

available to the program over a set of rules, hereinafter 

referred to as BL rules, to enhance flexibility. The SNM 

does not specify these rules, which is why they are not 

intended to be extended as particular high-level guidelines to 

the whole group. Instead, we agree to allow the users 

themselves, to determine the BL rules governing who should 

be barred from the posts and for how long. So a person may 

be barred from a wall, having been able to post 

simultaneously in several different walls. 

 
As with FRs, BL rules allow the wall owner to classify 

users that need to be obstructed within the OSN as per 

the profiles and relationships. Thus, through a BL rule, for 

example, wall owners may exclude users they do not know 

personally from their walls (i.e., to whom they seem to have 

informal interactions), or users who are friends of a 

particular person because they might have a negative 

opinion about that individual. The ban can be enforced after 

an unspecified time period, or even for a limited period of 

time. Furthermore, prohibiting requirements can also take 

into consideration user actions inside the OSN. More 

precisely, we've based two main indicators amongst 
potential data denoting users' bad behaviour. The latter is 

connected to the principle that if a customer has been placed 

in a BL for several times within a specified time span, say 

more than a given limit, he / she may ought to remain in the 

BL for while his / her operation is not being enhanced. That 

theory works for all users already introduced at least once 

into the called BL.  Alternatively, using Relative Frequency 
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(RF) to classify new bad habits that would allow the system 

to identify certain people whose posts appear to lack the 

FRs. The two steps could be calculated at all through 

locally, which is, by taking into consideration just the user's 

posts and/or the BL defining the BL law, or globally, which 

is, by taking into consideration all walls and/or BLs of OSN 

users. 

 

IV. CONCLUSION 

 

In this article, we addressed the filtering system's 

literature survey. We are designing a filtering program for 

unwanted messages from OSN walls. The wall that limits 

the undesirable message called the Filtered Wall (FW). In 

this post, we addressed the concept about the framework. 

We have researched strategies and methods that limit the 

observations a user may make about the filtering rules that 

have been introduced with the purpose of circumventing the 

filtering system, such as arbitrarily informing a post that 
should be blocked. 
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